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Using cross-state and within-court variation, I show that lower court decisions

are reversed more frequently by larger, rather than smaller, panels of high court

judges. Overall, conditional on being reviewed, the probability that a case is

reversed by a high court judicial panel is less than one half. To understand these

findings, I develop a simple framework that connects reversals and panel size

with the extent to which judicial decision-making is congruent with the law.

Assuming the high court rules correctly more often than not, my empirical results

suggest that increasing judicial panel size erodes the quality of decision-making

in high courts. These results are consistent with a large literature investigating

small group size effects on productivity and output. (JEL D02, D71, H41, K40)

1. Introduction

Individual contributions to public goods depend on group size. In par-
ticular, the efficacy of small decision-making bodies, such as corporate
boards and juries, appears to crucially depend on their size. For example,
research in finance has shown that productivity and firm valuation is lower
among firms with larger boards of directors. Likewise, studies in social
psychology and management have found adverse size-effects on the psych-
ology, communication, and organizational behavior of teams. In this art-
icle, I ask whether judicial panel size similarly affects outcomes.

In the United States, the number of judges who sit to hear a case on the
highest state court varies.1 Although appeals to the highest courts are
typically reviewed by the entire membership of the court (en banc), some
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1. These courts usually, but not always, are called the state supreme court. Other descrip-

tions for the highest court within a legal jurisdiction include court of last resort and highest

court of appeal. In general, the decisions of such a court are not subject to review by another

court.
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states have five high court judges, some states seven, and the remaining
states have nine high court judges. This is in contrast to lower state courts,
where one judge hears a case at the trial court and, in most states, three
judges hear a case at the intermediate appellate court.

Using data on US state high court decisions, I find that reversal rates of
lower court decisions are (a) uniformly less than one half and (b) increas-
ing in the number of judges on the reviewing panel. To understand how
these findings connect to welfare, I develop a simple framework with two
states, one in which the law favors affirmation and one in which it favors
reversal. The key identifying assumption of the model is that panel size is
randomly assigned to cases. Given this, the theory then implies that higher
reversal rates correspond to worse decision-making by the reviewing ju-
dicial panels.

I use three sources of variation to corroborate my findings. First, using
approximately 5000 decisions made by sub-panels of high court judges
(within-court), I find that a marginal increase of one high court judge
increases the probability that the lower court decision being reviewed is
reversed by 2 percentage points. Second, regression analysis of case-level
data on over 20,000 state supreme court en banc decisions between 1995
and 1998 indicates that, relative to a panel of five judges, which reverses
28% of lower court decisions, a marginal panel increase of two judges is
associated with 3–4 percentage points greater likelihood of reversal.
Likewise, a panel of nine judges is 9–10 percentage points more likely to
reverse a lower court’s decision than a panel of seven judges. Third, I
further corroborate these results using state-level annual data on reversals
by state high courts between 2000 and 2011. I evaluate the robustness of
my empirical results by including a variety of controls for type of case
considered, panel demographics, judicial selection controls, and fixed ef-
fects. I find that the relationship between panel size and reversals remains
robust.

To further explore the possibility that appeal selection might be driving
the results, I examine three leading threats to identification in the cross-
court regressions: that larger high courts are better positioned to detect
erroneous decisions during the appeal selection process because they (a)
have more resources, (b) have a more stringent appeal selection method,
or (c) are higher quality. To test these theories, I collected data from
multiple sources and surveyed state court clerks and other officials.
However, I find only marginal support for these mechanisms and the
main effects of panel size on reversal rates remain predominantly
unaffected.

In the next section, I provide a summary of the relevant literature fol-
lowed by the theoretical framework and institutional background on state
courts. Section 5 describes the data I use to test the relationship between
panel size and reversals. In Section 6, I present my empirical approach
and, in Section 7, the results. In Section 8, I explore appeal selection
mechanisms followed by robustness checks. Section 10 concludes.
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2. Literature

Decision reversals are of substantial interest among legal scholars and

practitioners. Legal scholars argue that decision reversals (and the

threat of being reversed) are a primary driver in judges’ decision-making

calculus. Often, information on whether lower court decisions are af-

firmed (or reversed) is used to evaluate a court’s quality and may ultim-

ately influence its judges’ path to promotion. Even if promotion is not on

the horizon, judges do not like to be reversed (Posner 2005) and the desire

to avoid being reversed by higher courts may significantly affect the opin-

ions lower court judges write and the verdicts they reach (Watson 1987;

Drahozal 1998).2 Relative to this literature, I apply data on reversals to

measure the quality of decision-making of the reviewing high court judges,

as opposed to the judges reviewed by them.
Turning to the literature in law and economics, papers on appeal selec-

tion primarily model the interaction between different court levels. For

example, Shavell (1995) and Daughety and Reinganum (2000) look at

strategic aspects of appeal selection, treating the appeal process as an

opportunity to correct erroneous decisions by lower court judges. In con-

trast, appeals can be viewed as a disciplinary tool to preserve ideological

alignment within a legal hierarchy (Cameron et al. 2000). Others, such as

Daughety and Reinganum (2006) and Spitzer and Talley (2013), explore

within-panel strategic behavior that results from preference heterogeneity

among appellate judges. At the same time, the literature on judicial panel

size is sparse: Kornhauser and Sager (1986) discuss tradeoffs in panel size;

George and Guthrie (2008) suggest that a panel of three high court judges

is optimal. Relatedly, Alarie et al. (2011) look at optimal panel size in the

context of the Supreme Court of Canada, where the chief justice selects the

size and allocation of judges to panels. However, I am unfamiliar with

work that looks at the role of group size in judicial outcomes.
More broadly, the effect of panel size on collective decisions and its

welfare implications have been studied in various settings. A body of

research in finance is dedicated to the study of corporate governance,

focusing specifically on the relationship between the value of the firm

and the size of its board of directors. For example, a seminal paper

by Yermack (1996) finds that firms with smaller boards of directors

have higher market valuation. Similar links have been documented in

related studies. For example, Eisenberg et al. (1998) and Coles et al.

(2008) extend the analysis and obtain similar findings in small firms

and firms with simple organizational structures, respectively, and Mak

and Kusnadi (2005) replicate these results in non-US firms. Likewise,

2. For example, Choi et al. (2012) find that district court judges choose to publish less yet

higher-quality opinions when facing less cohesive (i.e., more unpredictable) circuit appellate

panels. This is because published opinions are made public in which case their reversal carries

a greater penalty to reputation relative to unpublished opinions. They also suggest that the

overall effect of unpredictability is a higher reversal rate.
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Huther (1997) finds that variable costs in firms, a measure of efficiency,

decline in board size. Unlike firm valuation, the social value generated by

the courts is unobservable. I contribute by developing a framework in

which reversals can be applied to infer the relationship between the value

of judicial panels and size.
Relatedly, the empirical literature on judicial decision-making has

focused primarily on measuring the impact of judicial selection systems

on, for example, the severity of rulings in criminal cases (Huber and

Gordon 2004, 2007; Hall 1992; Lim 2013) and the quality of legal rea-

soning in opinions (Hall and Bonneau 2006; Choi et al. 2010). Much of

the struggle in this literature focuses on constructing the appropriate

observable and objective measure of judicial performance (see, e.g.,

Choi and Gulati 2006; Choi et al. 2008). More recent empirical work

has focused on how judicial selection interacts with heterogenous prefer-

ences and private information on the courts (Iaryczower and Shum 2012;

Iaryczower et al. 2013). In contrast, this article abstracts from judicial

selection effects and explores the connection between judicial group size

and outcomes.
A large literature on committee design highlights the pitfalls of adverse

selection and moral hazard. For example, Palfrey and Rosenthal (1984)

show that if agents are strategic, then free riding (moral hazard) can

be pervasive. Likewise, Austen-Smith and Banks (1996) point out the

possible shortcomings of the Condorcet Jury Theorem (Condorcet

1785) in the presence of heterogenous preferences (adverse selection).

Related theoretical literature investigates the effects of free riding

when information about a state-relevant payoff is costly to obtain,

with some papers focusing on the optimal voting rule (Persico 2004;

Gerardi and Yariv 2008; Gershkov and Szentes 2009) and others on

the optimal number of decision-makers (Mukhopadhaya 2003;

Martinelli 2006; Koriyama and Szentes 2009). However, there is little

theory on optimal design in hierarchical institutions, such as courts.

This article offers a theory that begins to address the mechanisms under-

lying such settings.
Finally, research in social psychology and management explores the

behavioral effects of group size on individual and group behavior, such

as conflict management, social perception, team productivity, team

building, group decision-making, mediation, and group cohesiveness.

Survey data and experimental evidence suggest that group size

adversely affects outcomes. For example, Wheelan (2009) finds a nega-

tive relationship between group size and development, cohesion, and

productivity of work groups, both in for profit and nonprofit firms.

Likewise, Alnuaimi et al. (2010) find that team size has a negative

effect on student performance, and that subjects placed in larger

teams attributed more blame to one another, and took less responsi-

bility for outcomes.
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3. Background on State Courts

Most states have a three-tier hierarchy of courts. The lowest level of trial

courts is tasked with a fact finding mission. Trial courts establish the facts

in each case and, based on the expertise of the judge, apply the law to these

facts to determine an outcome. The intermediate appellate court in each

state discerns whether the law was applied appropriately in the trial.

Typically, an appeal to the intermediate court is a matter of right.

At the highest level in the hierarchy, the state supreme court is the court

of last resort, which usually exercises discretion over which appeals to

review.
The key distinction between the trial courts and appellate courts is that

the trial court establishes the facts of each case. These facts are taken as

given by the appellate courts upon review of an appeal. However, the

appellate courts do not defer to the trial court’s interpretation of the

law (Posner 1998). Specifically, a state’s high court evaluates whether

the law was applied correctly in the trial and based on its evaluation

will either affirm or reverse the lower court’s decision (generally the inter-

mediate appellate court unless there is none or if direct appeal to the

highest court is possible).
The number of judges who sit to hear a given case on each court varies.

In the context of comparative court systems, the number of judges on a

panel often increases with the level of the court, particularly in hierarchical

systems in which the decisions of judges in lower courts can be reviewed by

a higher court upon appeal.3 In the United States, panel sizes of inter-

mediate appellate courts typically comprise three judges per case reviewed;

whereas, trial courts, the lowest courts in the hierarchy, assign one judge

to each case.4 In contrast, state supreme courts comprise five to nine

judges, where appeals are typically reviewed by the entire membership

of the court (en banc).
As preliminary evidence on the relationship between reversals and

panel size, in Figure 1, I plot the proportion of cases that were reversed

by state supreme courts in each of the 4 years from 1995 to 1998 by panel

size. In the 50 states, 17 high courts are comprised of five judges, 28

are comprised of seven judges, and 5 are comprised of nine judges.

The pattern that emerges is unambiguous: the rate of reversal appears

strongly (positively) correlated with panel size and is uniformly less than

one half.

3. The number of judges who sit on a panel to hear a legal matter varies, often by the type

of case being heard and the level of the court. In some courts, such as the Supreme Court of

Canada, the number of judges assigned to a panel is determined on a case-by-case basis. In

other systems, such as the federal courts of the United States, such variance is rarely present.

4. Appeals may be heard by more than three judges in 3 of the 40 states with intermediate

appellate courts.
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4. Theoretical Framework

Consider a panel of n high court judges that can either reverse or affirm
lower court decisions. I assume that whether a case warrants a reversal or
not is independent of panel size. Specifically, let 1� q denote the prob-
ability that the law favors a decision reversal by the panel.5 Given that
reversal rates are uniformly less then one half, let �n < 1=2 denote the rate
at which a panel of size n reverses lower court decisions. Thus, if �n di-
verges from 1� q, then outcomes generated by the panel are socially
suboptimal.

Turning to beliefs about courts, it seems natural to assume that judicial
panels are more likely to rule correctly than incorrectly on any given case
(i.e., reverse the lower court when the law favors reversal and affirm other-
wise). Denote this probability by �n > 1=2. Given this, we have the
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panel size 

Figure 1. Reversals of Lower Court Rulings.

Notes: This figure plots the raw means of reversal rates per year by state su-
preme court panel size using case-level data from the State Supreme Court
Data Project. The horizontal axis displays the number of state high court just-
ices; the vertical axis denotes the proportion of lower court decisions reversed.

5. In subsequent sections, I address the validity of this assumption empirically. The great-

est threat to identification is that qn increases in n due to any number of institutional or

behavioral reasons. To address this threat, I show that my results are robust to using

within-court variation, where the assignments of appeals to panels are as good as random.

I also focus on appeal selection (qn) models that suggest how panel size might be correlated

with the distribution of dockets that end up in the set of appeals pending review by the high

court.
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following relationship between reversals and the probability that a panel

of n judges rules correctly:

�n ¼ qð1� �nÞ
|fflfflfflfflfflffl{zfflfflfflfflfflffl}

reversal of correct decision in trial

+ ð1� qÞ�n
|fflfflfflfflfflffl{zfflfflfflfflfflffl}

reversal of incorrect decision in trial

: ð1Þ

The left-hand side expression in the summation represents reversals that

result from a type I error (false positive).6 We can further simplify the

relationship in equation (1) as follows:

�n ¼ q+ð1� 2qÞ�n: ð2Þ

As seen, the relationship between reversals and welfare depends on

whether q, which is unobservable, is greater or less than one half. In par-

ticular, it is impossible to conclude whether reversals reflect better or

worse decision-making without further information about q. The contri-

bution of this framework is that it allows us to infer the direction of the

relationship without making any further assumptions.
To see this, recall that judicial panels are more likely than not to rule

correctly, and are more likely to affirm than to reverse lower court deci-

sions. This implies that cases reviewed by the high court are more likely to

warrant affirmation than reversal. This result is formally summarized in

the lemma below.

Lemma For any n, if �n > 1=2 and �n < 1=2, then q> 1/2.

With this result in hand, equation (2) implies that the coefficient on �n is
negative and, as a result, higher reversal rates suggest more incongruence

between the high court decisions and the law. This provides the link be-

tween the observable rate of reversals and a latent measure of social wel-

fare generated by decision-making in high courts. This result is

summarized in the following key proposition.

Proposition Given the assumptions, for any two judicial panels of size

n and n+ 1,

�n > �n+1 , �n+1 > �n:

In particular, the optimal reversal rate (�n ¼ 1� q) is obtained when a

judicial panel always rules correctly (�n ¼ 1), and approaches one half

when decisions by the high court panel are random (�n ¼ 1=2). To see

why more reversals indicate worse decision-making by the high court,

notice what happens to the probability of a type I error in equation (1)

6. Figure 2 illustrates the possible outcomes on appeals. Papers using reversals as an

outcome variable often assume that the reviewing court cannot make mistakes. For example,

Alesina and Ferrara (2014) employ decision reversals to test a theory of racial bias in criminal

sentencing. In contrast to my approach, they do not allow for false positives.
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as �n falls. Because q> 1/2, higher rates of reversal more likely reflect false
positives than corrections of lower court errors.7

5. Data

The data I use for my analysis come from multiple sources. Data on case-
level state supreme court decisions are collected from the State Supreme
Court Data Project. The dataset consists of all decisions made by state
supreme courts between the years 1995 and 1998. There are over 20,000
court decisions on appeals over the course of these 4 years.

The unit of analysis is the decision of a state high court to affirm or
reverse a lower court’s decision upon reviewing an appeal.8 Figure 3 illus-
trates the cross-sectional variation in panel size in the 50 states: 17 states
have five high courts judges, 28 states have seven high courts judges, and 5
state supreme courts comprise nine judges each.9 While there may be

Figure 2. Paths to Outcomes on Appeals.

Notes: This chart shows the possible outcomes on appeals as a function of the
probability that the law favors a reversal (q) and that the appeal court rules in a
manner consistent with the law (�n). Appeals pending review are the set of

appeals for which no further selection criteria are required and that are awaiting
a formal review by the high court.

7. The social benefit from reviewing the case stems primarily from the possibility of cor-

recting an erroneous ruling by the lower court. The high court has more than one objective,

such as reviewing appeals to clarify areas of the law and highlight a lower court’s decision

within a larger legal framework.

8. To be clear, the data include all appeals that were formally reviewed by the high court

after being approved for review. In Section 8, I will describe the methods used for selecting

appeals for review by state high courts.

9. Oklahoma and Texas have dual supreme courts, one for criminal appeal and one for

civil appeal. In Texas, both have nine justices. In Oklahoma, designated as a panel of nine

above, the supreme court has nine justices and the court of criminal appeals has five.
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incentives to change the size of high courts as a function of a state’s pol-

itical or economic environment, in practice, little if any such variation is

observed. Panel sizes on each of the 50 US states’ highest courts are gen-

erally fixed by state constitutions and are not easily modified.10

While the majority of appeals are reviewed en banc, there are a substan-

tial number that are not, thus, providing within-state variation in the

number of high court judges deciding a case. The reasons for this range

from unexpected circumstances, such as death and mid-term departures

5 (17 states)

7 (28 states)

9 (5 states)

Figure 3. Map of State Supreme Court Panel Sizes.

Notes: This figure illustrates the present spatial variation in judicial panel size
across state supreme courts. A darker color reflects a larger court. In

Oklahoma, designated as a panel of nine above, the Supreme Court has nine
justices and the (highest) court of criminal appeals has five.

10. I found only four instances in which panel size was altered. In Virginia, a 1928 con-

stitutional amendment resulted in an increase from five to seven state supreme court judges

and the selection system was replaced from appointment to election. Arizona, Nevada, and

Delaware passed amendments that increased the size of their supreme court from three to five

justices in 1960, 1967, and 1978, respectively. And the most recent amendment to state su-

preme court panel size was Nevada’s in 1997, which resulted in a second increase in panel size

from five to seven judges.
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from office, to other institutional and administrative constraints. This in

contrast to other court systems, such as the Canadian Supreme Court, in

which panel size is endogenous.11 Table 1 shows, for each panel size type,

the number and percent of decisions made by the entire membership of the

court as well as those made by incomplete panels. For example, 82% of

decisions made in states that comprise five high court judges are made en

banc, whereas 12(6)% of decisions are made in the absence of one (two)

judge(s). Overall, in each of the three panel categories, at least 10% of

decisions are not made en banc.
A second source for state supreme court decisions comes fromWestlaw,

an online resource for legal practitioners. The data include annual reports

on the rate of reversals in state supreme courts between the years 2000 and

2011. Whereas the case-level dataset provides more detailed information

on the cases and judges handling the case, it covers a shorter time period

than the Westlaw dataset. Given that my objective is to capture the influ-

ence of court size on outcomes, a longer period of observation allows for

greater judicial turnover; thus, exploiting the Westlaw data reduces the

possibility that my findings are spurious or driven by a particular set of

high court judges.
For robustness, I employ a set of case, panel, and state controls. I pre-

sent summary statistics of variables I employ in the empirical analysis and

their definition in Table 2. To control for judicial selection effects, I

employ categorical variables for selection (four dummies) and retention

methods (four dummies): legislative appointment, gubernatorial appoint-

ment, nonpartisan elections, or partisan elections. There are seven judicial

panel demographics controls: means and standard deviations of age,

Table 1. The Number of High Court Judges Deciding Appeal 1995–1998

Panel5 Panel7 Panel9

Panel composition Decisions Percent Decisions Percent Decisions Percent

en banc (entire court) 7392 82.47 9741 68.24 2655 89.76

en banc-1 1052 11.74 2225 15.59 62 2.10

en banc-2 519 5.79 2308 16.17 241 8.15

States 17 28 5

Notes: This table tabulates the number and percent of state supreme court decisions between 1995 and 1998 by

the number of judges present. Column headings indicate the number of judges who comprise the state high court;

“en banc” is a decision made by the entire membership of the court. Decisions made not en banc can occur due to

unexpected circumstances, such as deaths and mid-term departures from office. There are several cases in which

more than two judges were missing; however, panels smaller than en banc-2 constitute a negligible number of

instances and are omitted from analysis.

11. Since 2000, New Hampshire has used a fast-track to address appeals that are unlikely

to generate legal precedent, where a sub-panel of three out of five high court judges are

selected to review such cases. This change is not applicable to the case-level data that I use,

which ends in 1998.
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gender and PAJID scores (party-adjusted judge ideology), a common ju-

dicial ideological measure developed in Brace et al. (2000), and a

Herfindahl index for race. These demographic covariates address the

degree of within- and cross-panel heterogeneity as well as changes in

panel composition. There are eight case dummy controls: general issue

controls (criminal, civil government, civil private, juvenile, or non-adver-

sarial) and court whose case is being reviewed (trial, intermediate, or state

supreme court). For the state-level analysis, I impute panel characteristics

and employ the same selection and retention variables; information on the

cases is not available.

Table 2. Descriptive Statistics of Regression Covariates

Panel5 Panel7 Panel9

Covariate

Mean Standard

deviation

Mean Standard

deviation

Mean Standard

deviation

Case characteristics

Criminal 0.302 0.459 0.338 0.473 0.363 0.481

Civil government 0.289 0.454 0.323 0.468 0.215 0.411

Civil private 0.387 0.487 0.319 0.466 0.403 0.491

Juvenile 0.005 0.071 0.007 0.081 0.007 0.085

Trial court 0.887 0.317 0.816 0.387 0.916 0.278

Appellate court 0.003 0.056 0.044 0.206 0.002 0.044

Judicial selection

Gubernatorial appointment 0.646 0.478 0.482 0.500 0.002 0.039

Legislature appointment 0.074 0.262 0.033 0.179 0.000 0.000

Nonpartisan elections 0.179 0.383 0.278 0.448 0.546 0.498

Partisan elections 0.059 0.236 0.205 0.403 0.450 0.498

Judicial retention

Gubernatorial appointment 0.017 0.131 0.149 0.356 0.001 0.034

Legislature appointment 0.152 0.359 0.033 0.179 0.000 0.000

Nonpartisan elections 0.179 0.383 0.335 0.472 0.377 0.485

Partisan elections 0.073 0.260 0.123 0.328 0.450 0.498

Judicial panel covariates

Proportion female (mean) 0.169 0.121 0.217 0.128 0.182 0.072

Proportion female (SD) 0.340 0.208 0.399 0.145 0.396 0.078

Age (mean) 57.494 4.437 58.170 3.917 55.216 5.269

Age (SD) 7.604 2.485 7.298 2.663 9.092 1.761

PAJID (mean) 39.721 17.570 43.300 11.856 33.523 9.317

PAJID (SD) 19.373 9.636 18.176 7.247 14.619 4.239

Herfindahl race index 0.900 0.151 0.831 0.165 0.833 0.081

Notes: These data come from the State Supreme Court Data Project covering decisions made by state high court

judges serving between 1995 and 1998. Case characteristics and judicial selection and retention variables are

indicator variables equal to one if observation is in specified category. For example, Criminal equals one if appeal is

on criminal case, and zero otherwise. Panel characteristics variables were constructed using judge-level data; SD is

standard deviation.
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6. Empirical Strategy

To explore the relationship between high court judicial panel size and
reversals of lower court decisions, I estimate regressions of the form:

Reversein ¼ �0 +�1 Judgesin + x0in� + "in; ð3Þ

where Reversein is a dummy variable equal to one if a lower court’s deci-
sion on case i was reversed by a panel of n judges, and to zero otherwise,
Judges is a discrete variable that takes the number of high court judges
who reviewed appeal i. Given the positive relationship between panel size
and reversals, �1 is expected to be positive. To examine the sensitivity of
the estimates and to explore heterogenous selection effects, I include a
vector xin of case, state judicial selection (and retention), and panel demo-
graphics covariates described in the Data section. I also include year and
state fixed effects and, unless noted otherwise, standard errors are adjusted
for clustering at the state level.

Using data on decisions made en banc as well as the Westlaw data, I run
regressions of the form:

Reverseis ¼ �0+�1Panel7s + �2Panel9s +x0is�+ �is; ð4Þ

where Panel7s and Panel9s are indicator variables for state s’s high court
panel size, and states with five high court judges are the omitted category.
As illustrated in Figure 1, I expect the estimates for reversals to increase in
panel size (�1 > 0 and �2 > �1). The objective is to examine whether the
differences highlighted in this figure are robust to controlling for add-
itional covariates.

The main threat to identification is appeal selection. Specifically, if the
appeals selected for review by larger panels are more prone to reversals,
then the econometric model is misspecified. The best line of defense that
addresses this concern is the use of within-court regressions, which include
state fixed effects. Since appeals are typically reviewed en banc, any review
by a sub-panel is plausibly unexpected and I do not consider appeal se-
lection as a threat to identification in this set of regressions. The Appeal
Selection section that follows further addresses threats to identification in
the cross-court regressions.

7. Results

I first exploit the set of decisions made in sub-panels of high court judges. I
report regression results in Table 3. The estimates for �1 are statistically
significant across specifications. The point estimate in the specification
without controls (Columns (1)) is 0.0219 implying that adding one high
court judge to the bench increases the likelihood of a lower court decision
reversal by 2.2 percentage points. The estimate varies by less than 0.1
percentage points with the inclusion of year fixed effects, case and judicial
selection covariates (Columns (2)–(4)). Adding the panel covariates re-
duces the estimates to 0.018 (Column (5)); however, in Column (6), with
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the inclusion of state fixed effects, the estimated within-state marginal

effect of one judge on reversals returns to 2.1 percentage points.
Next, I estimate equation (4) using only cases decided en banc in years

1995–1998. In the left panel of Table 4, I report OLS regression results.12

For clarity, I present estimates for Panel7 and Panel9 in the top two rows.

Below each specification, I provide three useful statistical entries:

1. the p value from a one-sided statistical test for a panel of seven result-

ing in more reversals than a panel of five judges (�1 < 0),
2. the point estimate for the difference in reversals between a panel of

nine and a panel of seven judges (�2 � �1), and
3. the p value from a one-sided statistical test for a panel of nine resulting

in more reversals than a panel of seven judges (�2 < �1).

Since equation (4) allows for a non-monotone relationship between

panel size and reversals, p values from one-sided tests can be used to

infer whether or not such a relationship is plausible.
Overall, the signs of the estimates on panel size are positive as expected

(�1 > 0 and �2 > �1), with higher significance levels for Panel9 than for

Panel7. The estimates in Table 4 suggest that, relative to panels of five

judges (which reverse 28% of lower court decisions), panels of seven (nine)

judges are 3–4 (13) percentage points more likely to reverse lower court

decisions; the difference in reversals between panels of seven and panels of

Table 3. Reversals and the Number of Judges Deciding Appeals 1995–1998

Dependent variable: reversal of lower court decision

Independent variable (1) (2) (3) (4) (5) (6)

Number of judges½�1 � 0.0219*** 0.0220*** 0.0221*** 0.0211*** 0.0180*** 0.0211**

(0.00729) (0.00731) (0.00663) (0.00656) (0.00658) (0.00817)

Year fixed effects x x x x x

Case covariates x x x x

Selection covariates x x x

Panel covariates x x

State fixed effects x

Observations 26,848 26,848 26,848 26,848 26,714 26,714

Notes: This table presents OLS estimates for �1 from equation (3). The unit of observation is appeal reviewed by

state supreme court. Dependent variable is equal to one if lower court decision is reversed, and to zero otherwise.

Number of judges is the number of state supreme court judges who reviewed the appeal. Case covariates are

dummy variables for whether decision is on criminal, civil government, civil private, juvenile, or non-adversarial case,

as well as indicators for court whose case is being reviewed: trial, intermediate, or state supreme court; selection

covariates are indicators for selection and retention (each considered separately): legislative appointment, guber-

natorial appointment, nonpartisan elections, or partisan elections. Panel covariates are means and standard devi-

ations of judicial panel age, gender, and PAJID scores, a common judicial ideology measure, and a Herfindahl

index for race. Standard errors are adjusted for clustering at the state level, * denotes 90% significance, ** denotes

95% significance, and *** denotes 99% significance.

12. For interpretation reasons, OLS regressions are easier to employ in a linear probabil-

ity model such as the one I estimate, when the estimates do not fall beyond the unit interval.

The results using probit regressions are consistent with those of Table 4.
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nine judges is 9–10 percentage points. In Column (1), the specification

without controls, the point estimate for Panel7 is 0.0346 and for Panel9

is 0.133. The estimates obtained in Column (2) with the inclusion of year

and region fixed effects are similar (0.0365 and 0.133 for Panel7 and

Panel9, respectively). In the remaining specification, I include the full set

of controls and fixed effects. The estimates are similar (0.0395 and 0.125

for Panel7 and Panel9, respectively) and statistically robust.
Using a third source of variation, I further corroborate my results using

state-level annual data for years 2000–2011 and report regression results in

the right panel of Table 4.13 The estimates I obtain are consistent with

those using case-level data. The coefficient estimates on Panel7 are larger

than those I obtained in the case-level analysis, varying between 7% and

8% (versus 3%–4% using case-level data); it is possible that the estimates

differ because the case-level dataset and state-level dataset cover different

time periods (1995–1998 versus 2000–2011, respectively). The estimated

marginal increase in reversals that results from a move to a panel of nine

judges (¼�2 � �1) is between 4% and 10% (versus 9–10% using case-level

data). Overall, these results suggest that the effect of high court panel size

cannot be easily explained away by the inclusion of covariates.

Table 4. Reversals and Cross-State Variation in High Court Size

Dependent variable: reversal of lower court decision

Case-level data 1995–1998 State-level data 2000–2011

Independent variable (1) (2) (3) (4) (5) (6)

Panel7½�1 � 0.0346 0.0365 0.0395** 0.0769** 0.0714** 0.0676**

(0.0227) (0.0230) (0.0192) (0.0314) (0.0306) (0.0322)

Panel9½�2 � 0.133*** 0.133*** 0.125*** 0.133** 0.116** 0.163**

(0.0315) (0.0373) (0.0359) (0.0521) (0.0533) (0.0684)

Year and region FEs x x x x

Controls x x

Observations 21,352 21,352 21,343 511 511 511

1. p Value, test �1< 0 0.0670 0.0590 0.0222 0.00891 0.0120 0.0206

2. Point estimate �2 � �1 0.0980 0.0965 0.0858 0.0564 0.0446 0.0953

3. p Value, test �2 < �1 0.00143 0.00539 0.0126 0.133 0.211 0.0521

Notes: This table presents OLS estimates for �1 and �2 from equation (4). The unit of observation is appeal reviewed

en banc by state supreme court. Dependent variable is equal to one if lower court decision is reversed, and to zero

otherwise. Panel7 (Panel9) is an indicator variable equal to one if the state high court comprises seven (nine)

justices, and to zero otherwise; states with a panel of five high court justices is the omitted category. See list of

controls in notes to Table 3. Regional dummies are Midwest, South, West, and Northeast. In state-level regressions,

dependent variable is proportion of lower court decisions reversed by state supreme court per year, and panel

controls are imputed from case-level data. Standard errors are adjusted for clustering at the state level, * denotes

90% significance, ** denotes 95% significance, and *** denotes 99% significance.

13. Since these data are given at the state-year level, case and panel covariates are not

available. To impute panel controls, I merged state means from the case-level dataset.
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To explore heterogenous effects, I run regressions cutting the data by
case issue and judicial selection. I report the results in Table 5. The results
on panel size and reversals continue to hold in these subsamples of the
data. There are two noteworthy observations. In states with elected
judges, there are significantly larger effects of panel size in criminal
cases than in civil cases; in states with appointed judges, the opposite is
true but the difference is less noticeable. This implies the second observa-
tion: in states with elected judges the effects of panel size in criminal cases
are larger than in states with appointed judges. To conclude, the effect of
panel size on outcomes is evident in both criminal and civil cases, both
under appointed and elected judges.

8. Appeal Selection

The results above suggest a positive relationship between reversals and
panel size. This result cannot be explained away by the inclusion of a
reasonably large set of covariates. I next collected additional data to
examine three plausible channels, which I consider to be leading alterna-
tive hypotheses. Specifically, I assumed that, conditional on being ac-
cepted for review, the prior probability that an appeal is reversed is
invariant to the number of judges on the reviewing panel (i.e., qn ¼ q).
It is possible that at least cross-sectionally this is not the case. The key
threat to the cross-sectional identification is that the prior increases with n.
In this case, more reversals are expected in states with larger high courts
simply because the proportion of accepted appeals that warrant reversals
is higher, independent of panel size.

I present three empirical models of appeal selection, which offer an
explanation for the relationship between panel size and reversals. These
models differ in the particular mechanism each suggests but have in
common the main conjecture that larger panels select appeals that are
more likely to warrant a decision reversal.

Table 5. Reversals and Heterogeneity in Case Issue and Judicial Selection 1995–1998

Dependent variable: reversal of lower court decision

All cases Criminal cases Civil cases

Independent variable (1) (2) (3) (4) (5) (6)

Number of judges ½�1 � 0.0206*** 0.0226*** 0.0168*** 0.0383*** 0.0214*** 0.0211***

(0.00315) (0.00322) (0.00568) (0.00609) (0.00374) (0.00383)

Judicial selection Appointed Elected Appointed Elected Appointed Elected

Observations 14,394 12,320 4504 4165 9574 8013

Notes: This table presents OLS estimates for �1 from equation (3). The unit of observation is appeal reviewed by

state supreme court. Dependent variable is equal to one if lower court decision is reversed, and to zero otherwise.

Number of judges is the number of state supreme court judges who reviewed the appeal. The full set of covariates

is included in all specifications. See notes in Table 3 for list of covariates. Bootstrapped standard errors are adjusted

for clustering at the state level, * denotes 90% significance, ** denotes 95% significance, and *** denotes 99%

significance.
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The first mechanism is based on the presumption that reversing a lower
court’s decision is more resource intensive than affirming it. After all, it
might require more legal justification to reverse a colleague than to affirm
her decision. As a result, appellate courts might refrain from reversing a
case even if they collectively conclude that a mistake was made in the trial.
That said, as panel size increases the cost per judge decreases, making it
less onerous for high court judges to reverse lower court decisions.14 A
second mechanism explores whether the appeal selection method em-
ployed is more stringent in states with larger high court judicial panels.
If one of the high court’s objectives is to correct erroneous decisions of
lower courts, then a more rigorous procedure for selecting appeals will
produce a higher proportion of dockets that warrant a decision reversal.15

In particular, an appeal that results in affirmation can be viewed as an
appeal that the high court erred in hearing. Thus, larger panels might be
more effective in selecting appeals that more likely warrant reversal. A
final, related, mechanism I explore is whether larger state supreme courts
are of higher quality. If so, then larger panels are more likely to detect
erroneous decisions in the appeal selection process and subsequently re-
verse them upon review.

8.1 Court Resources

To assess whether judicial resources are driving the results on case rever-
sals, I collected data on court budgets, the salaries of Chief Justices and
Associate Chief Justices, and number of clerks and research associates per
judge. I was able to obtain precise and complete information on personnel
for 37 states. In Table 6, I provide summary statistics of these data.
Information on salaries come from the National Center on State Courts.

Personnel and court budget data come from multiple sources. In most
cases, this information is available online, either on the state court’s or the
state government’s website. The difficulty in obtaining these data on all
states is because not all states specify the budget break-down within the
court system (i.e., what fraction of the budget is allocated to lower courts
versus the state supreme court). Budget figures were normalized to the
2012 fiscal year allocation to the state’s supreme court. As for personnel,
the median number of clerks per judge is two across high courts of varying
panel size. Research Associates (also called Staff Attorneys in several
states) run between one to two per judge.16 There are, however, several
outliers in the mix of clerks and other researchers. For example, California

14. A similar argument can be made if there is a social cost from a judge reversing the

decisions of other judges. In this case, the larger the panel the less each judge can be held

responsible for spearheading the reversal.

15. This relationship may also result from the previous mechanism I proposed, whereby

more resources make it possible to employ more costly appeal selection methods.

16. I am less confident with these figures since they are somewhat subject to which em-

ployees our contact person perceived as research staff.
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reported to have no clerks but a total of 91 Staff Attorneys. Similarly,

Louisiana reported to have 40 researchers in total; thus, I cannot separate

the number of clerks per judge from the number of other personnel.17

I present results using the balanced case-level dataset in Table 7.

Because of missing data less than two-thirds of my sample has complete

information on judicial resources. The full set of covariates and year and

regional fixed effect are included in both specifications. In Column (1), I

report estimates for Panel7 and Panel9 without any of the court resource

covariates to form a benchmark for comparison, and the complete set of

mechanism covariates are included in Column (2).
The estimates for panel size are significant across specifications. The

estimate for Panel7 changes from 5.7 percentage points in Column (1) to

4.3 percentage points in Column (2), with the inclusion of the full set of

resource covariates. Similarly, the estimate for Panel9 changes minimally

Table 6. State Supreme Court Size and Alternative Reversal Mechanisms

Panel5 Panel7 Panel9

Court characteristic (1) (2) (3)

Court resources (median)

Clerks (total) 10 14 18

Research associates (total) 4 6 13

Chief justice salary $147,350 $156,957 $152,500

Associate chief justice salary $145,350 $148,378 $150,000

Court budget $6,004,100 $12,180,713 $9,972,843

Appeal selection (mean)

Voteshare to grant appeal 0.35 0.46 0.48

No discretionary review 0.2 0.06 0

Mandatory petitions filed 399 464 607

Court quality (median)

Citations (per judge-year) 13.24 14.035 10.83

Opinions (per judge-year) 23.31 23.385 20.64

Decisions followed 13 18.5 12

Overall court rank 18 26 43

Notes: Data on salaries come from the National Center on State Courts and were last updated in January 2012. Data

on court budgets and personnel come from multiple sources, including phone conversations with state court officials

and state court and government websites; budget values are reported in 2012 dollars. Data on resources of 13 state

courts are incomplete: two of Panel5, nine of Panel7, and two of Panel9. See Table 8 for complete details on appeal

selection methods. Voteshare to grant appeal is the fraction of votes required to grant appeal for review out of entire

membership of court and is based on Table 8; No discretionary review is an indicator variable equal to one if appeal

review by court is mandatory; Mandatory petitions filed is the average number of mandatory petitions filed per year

in a given state high court. Data on citations and opinions come from Choi et al. (2008) and are based on years

1998–2000; data on the number of decisions followed by out-of-state courts are based on years 1986–2005 and

come from Dear and Jessen (2007); Decisions followed indicates the number of high court decision followed by at

least three out-of-state courts. Data on court rank come from the US Chamber of Commerce Institute for Legal

Reform; these data are reported annually from 2002 to 2008 and biannually from 2009.

17. In such cases, where a court reported one figure for all research personnel, I labeled

them as Research Associates.
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from 18.9 to 19.2 percentage points. At the same time, the number of
clerks per judge has a positive and significant effect on reversals, as sus-
pected. The point estimates indicate that the addition of one clerk per
judge increases the likelihood of reversal by 4.7 percentage points. On
the other hand, the salaries of the Chief Justice and Associate Chief
Justice have insignificant and close to zero effects. Likewise, the court’s
budget does not influence the likelihood of reversals. Overall, panel size
remains a significant correlate of reversals, which cannot be explained by
variation in court resources.

8.2 Appeal Selection Method

The method used by state supreme courts to determine which petitions are
granted for review varies across states. If methods that yield a greater pro-
portion of dockets that warrant a reversal are (positively) correlated with
panel size, then appeal selection method may shed light on my findings.18

In most cases, all members of the state supreme court vote on whether
to review an appeal (i.e., the decision to review an appeal is made en banc).
Typically, the variation across states in selecting appeals stems from the
number of affirmative votes required. In Table 8, I tabulate the types of
appeal selection method by state supreme court panel size. The modal rule
employed is a majority of votes, with a majority of states requiring less
than a majority to accept an appeal for review. In the empirical analysis
that follows, I use three appeal selection covariates: the voteshare neces-
sary to grant an appeal, a dummy for no discretionary appeal, and the
number of mandatory petitions filed in a given year. The latter addresses a
possible negative relationship between panel size and the number of peti-
tions a court receives. For example, it may be more challenging to screen
petitions for erroneous lower court decisions if the number of petitions is
large. As a result, reversals may be more likely in high courts that receive a
smaller number of petitions. Another potential appeal selection mechan-
ism concerns the overall selectivity of the high court. That is, the fraction
of discretionary appeals approved for review by the high court.
Unfortunately, I was unable to obtain sufficient data on the total
number of appeals to and approved by the high court to use in regression
analysis. I present summary statistics of the covariates in Table 6.

I present regression results for the balanced panel in Table 7. The results
are consistent with my previous findings and the estimates for appeal se-
lection covariates are insignificant.19 The coefficient estimates on Panel7
vary between 4.2 and 4.3 percentage points and those on Panel9 are

18. Since data on appeal selection methods were not publicly available, I contacted state

court clerks and other public officials directly to solicit information on the process each high

court employed to select the set of discretionary appeals it would ultimately review. Following

multiple attempts, I was able to obtain this information in all but eight states.

19. Interestingly, the acceptance threshold requirement appears to be negatively corre-

lated with panel size. That is, a more stringent acceptance rule is less likely to result in a

reversal.
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identical 11 percentage points. In sum, I do not find evidence in support of
appeal selection method as an underlying mechanism for my findings.

8.3 Court Quality

The final possibility for appeal selection that I evaluate empirically is
whether court quality is correlated with court size; thus, more reversals
may take place if appeal selection focuses more closely on identifying cases
that warrant reversal. For this exercise, I obtained information from mul-
tiple sources. There is no consensus in the legal scholarship on what meas-
ure best reflects court quality; however, several measures, such as citations
to court decisions, are used most prominently in the literature. In the
regressions that follow, I employ data from Choi et al. (2008) on average
citations and opinions per judge per year covering the period 1998–2000.
To capture court quality as a whole, I use data on decisions followed by
out-of-state courts. These data come from Dear and Jessen (2007) and
include the number of state supreme court decisions that were followed at
least three times by out-of-state courts between 1986 and 2005. I also
employ a composite score for overall court rank provided by the US
Chamber of Commerce Institute for Legal Reform. This score was re-
ported annually from 2002 to 2008 and biannually from 2009.

In Table 7, I report regression results exploring the relationship between
court size and quality. Overall, the estimates and statistical significance of
panel size are comparable to the baseline results; thus, the quality meas-
ures do not undermine the influence of panel size on reversals. With the
inclusion of all the quality controls, the estimates for panel size increase
both in size and significance, and all quality estimates but the estimate for
overall court rank are significant as well; opinions per judge and decisions

Table 8. State Supreme Court Appeal Selection Methods

Panel5 Panel7 Panel9

Acceptance rule (1) (2) (3)

States with acceptance rule

Majority of court 7 12 2

Majority�1 3 6 2

Majority�2a 1 2 —

One voteb — 1 0

No discretionary review 2 2 —

Otherc 1 1 —

N/A 3 4 1

Notes: This table presents the frequency of state supreme court appeal selection methods by panel size. “Majority”

indicates that majority of high court members is required to support an appeal for further consideration.
aThree courts initially sit in majority subpanels. If broad consensus is not reached, then remainder of judges par-

ticipate in en banc vote.
bMaine and New York grant criminal appeals with one vote.
cIdaho grants all appeals if filed within specified timeframe; otherwise, appeal is up for a vote. In Iowa, subpanels of

judges reroute appeals to the intermediate or state supreme court for review.
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followed by out-of-state courts are negatively correlated with reversals
and citations per judge is positively correlated with reversals.20

However, only opinions per judge is significant with and without the in-
clusion of other court quality covariates. I find that an increase in one
opinion per high court judge per year is associated with a decrease of one-
third to one half of a percentage point in case reversals.

In conclusion, the effect of panel size on reversals in state high courts is
significant. This relationship is not explained by the appeal selection chan-
nels I explored.

9. Robustness

In Panel A of Table 9, I show how regression results vary across different
outcome measures and subsamples of the data using the case-level and
state-level datasets. Panel A reports regression results using the case-level
data. In Columns (1) and (2), I present estimation results of equation (4)
excluding cases that resulted in a partial reversal and partial affirmation
and affirmation, respectively. In the former, the estimates are similar to
those in the baseline results: about 4 percentage points more reversals
occur in states with a high court panel of seven judges relative to five
judges and another 13 percentage points on top of that occur in states
with a panel of nine judges. The estimates for Panel9 are higher than in
Table 4. Overall, excluding intermediate outcomes does not change the
relationship between panel size and reversals. Comparing reversals to par-
tial reversals in Column (2), I find that while strict reversals increase in
panel size, the relationship is statistically weaker when omitting appeals
that culminate in affirmation; specifically, the one-sided hypothesis for a
panel of seven inducing more reversals than a panel of nine (�2 < �1)
cannot be rejected. In Column (3), I show that partial reversals have no
relationship with panel size. In particular, if appeals that culminate in
partial reversals are those most complicated and challenging for the
court to resolve, as suggested by Westergren (2003), then the results
from Column (3) imply that high courts of varying sizes face similarly
challenging appeals.21 Finally, in Column (4), I find a negative relation-
ship between affirmations and panel size, as expected.22 In this specifica-
tion, the importance of coding partial reversals as reversals is tested given
that Reverse is an indicator equal to one only if the appeal results in a
complete reversal. This also comports with the results in Column (3)

20. I also explore two other measures provided by Dear and Jessen (2007), the number of

decisions followed at least once, and the number of decisions followed at least five times by

out of state courts. The results are similar.

21. Alternatively, the effect of court size on the likelihood of a partial reversal is cancelled

out by an opposite relationship between court size and the likelihood of granting an appeal

that warrants a partial reversal.

22. Once partial reversals are excluded, the relationship between affirmations and panel

size is precisely converse to that between reversals and panel size.
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suggesting that treating partial reversals one way or another will not
change the results since there appears to be no correlation between
panel size and partial reversals.23 In Panel B of Table 9, I report analogous
regression results using the state-level dataset. Despite the relatively lim-
ited variation in these data, the estimates are less sensitive to coding de-
cisions and sample selection as they apply to the relationship between
panel size and reversals.

10. Conclusion

Much of the legal scholarship debates over and emphasizes how prefer-
ences may drive variation in judicial behavior and subsequent outcomes in
the courts. I take an agnostic approach to preferences and focus instead on
the implications of the hierarchical nature of court systems and the
number of decision-makers employed at each level. I exploit variation in
the number of judges on the 50 US state supreme courts and find that a
marginal increase in the number of high court judges increases the likeli-
hood that it will reverse a lower court’s decision. This result does not
appear to be driven by an omitted variable.

To offer an explanation for the empirical finding, I develop a simple
framework that connects reversal and panel size with a natural measure of
social welfare, the accuracy of decision-making in the high court. The
theory suggests that based on the empirical findings increasing the
number of decision-makers on a court may not be advisable. These con-
clusions are consistent with a broad set of findings suggesting adverse
small group size effects on outcomes.
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Effects of Group Size on Cognitive Effort and Evaluation,” 3 Personality and Social

Psychology Bulletin 579–82.

Posner, R. A. 1998. Economic Analysis of Law, Vol. 5 New York: Aspen Law & Business.

———. 2005. “Judicial Behavior and Performance: An Economic Approach,” 32 Florida

State University Law Review 1259–415.

Shavell, S. 1995. “The Appeals Process as a Means of Error Correction,” 24 Journal of Legal

Studies 379–426.

Spitzer, M., and E. Talley. 2013. “Left, Right, and Center: Strategic Information Acquisition

and Diversity in Judicial Panels,” 29 Journal of Law, Economics, and Organization 638–80.

Watson, A. S. 1987. “Some Psychological Aspects of the Trial Judge’s Decision-Making,” 39

Mercer Law Review 937.

Westergren, S. 2003. “Gender Effects in the Courts of Appeals Revisited: The Data Since

1994,” 92 Georgetown Law Journal 689.

Wheelan, Susan A. 2009. “Group Size, Group Development, and Group Productivity,” 40

Small Group Research 247–62.

Yermack, David. 1996. “Higher Market Valuation of Companies with a Small Board of

Directors,” 40 Journal of Financial Economics 185–211.

Trial and Error 25


